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Abstract
Objectives
The objective of this study was to assess the relation between temperature and suicide mortality in Japan using time series analysis with a semiparametric approach.

Methods
We analyzed the relation between daily fluctuations in suicide mortality and maximum temperatures for all regions in Japan over the period of time from 1972 to 1995 using a generalized additive model. The model controls for the time trend, season, selected meteorological parameters, day of the week, and holiday. Adjustment was based using penalized splines and the decision on the amount of smoothness was based on minimizing the unbiased risk estimation criterion.

Results
The results show that suicide mortality in Japan has a seasonal character and it varies from year to year, with the highest occurrence in April, as well as in the first part of the week, especially on Mondays and Tuesdays. As for the day of the week, there were only few suicide cases on Saturdays and holidays. We found that for all regions in Japan when temperature increased the suicide mortality increased on the same day (lag = 0). Analysis by method of suicide showed that when temperature increased mortality significantly increased only for suicide by a violent method. The pattern of the relation for other methods remained unclear.

Conclusions
This study suggests that an increase in temperature has a short-term effect on suicide mortality in Japan.
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Introduction
The suicide mortality in Japan is one of the highest in industrialized countries and it has been associated with a range of factors, such as changes in socioeconomic conditions [1], alcohol consumption [2], a rare psychiatric disorder called folie à deux [3], the internet [4–6], and factors obtained from psychological autopsies [7].
There are large numbers of studies on seasonal variations in suicide mortality, with the most common peak occurring in late spring or early summer [8–13]. The seasonality of suicide in Japan was explored by Sato [14], who examined monthly data using harmonic analysis to identify seasonal components in the variation of monthly suicides; the analysis revealed that more than 65% of the total variance in suicide was explained by the seasonal component. Another study evaluating the risk of suicide found that, although there was a seasonal pattern in deaths, after controlling for the seasonal confounders, there was a short-term association between daily temperature and suicide [15].
Many studies have identified significant relations between suicide and meteorological variables [8, 9, 11–13, 16, 17] and some have found that there are no associations between meteorological variables and suicide [18–22]. Furthermore, it has been shown that the effect of high temperatures on suicide will probably become more important as global warming continues [23].
A variety of statistical techniques can be used to examine the relation between weather and suicide. In this study, to assess the relation between temperature and suicide mortality in Japan, we used one of the time series analyses with a semiparametric statistical approach [24–26], a generalized additive model (GAM) [25] with penalized splines [27], as this approach provides sufficient flexibility in capturing the trend and seasonality of the time series [28, 29].

Materials and methods
Data
All data (47 prefectures of Japan) on daily suicide deaths, classified as ‘non-violent’ (ICD-9: E950.0–E952.9; ICD-10: X60–X69) and ‘violent’ (ICD-9: E953.0–E958.9; ICD-10: X70–X84) methods, as well as deaths from accidents (ICD-9: E800.0–928.0; ICD-10: V01–V99, W01–W99, X01–X59) and homicides (ICD-9: E960.0–969.0; ICD-10: X85–X99, Y01–Y09), were provided by the Ministry of Health and Welfare of Japan. These data are classified by gender, age, year, and area code and were obtained for the 24-year period from 1972 to 1995, except for Okinawa, where the period was from 1973 to 1995. The population data were provided by the Prime Minister’s Office of Japan. The corresponding meteorological data, including the maximum, minimum, and average temperatures, relative humidity, atmospheric pressure, and sunshine duration, were provided by the Japan Meteorological Agency (JMA).
The daily maximum temperature of the capital city of a prefecture was used as an exposure variable. When data were not available for the capital city, those for the closest city with an observatory station were used instead.
Because of the relatively small number of suicide deaths on individual days, the data from 47 prefectures were merged into 9 geographical regions.

Analysis and methods
In general, in time series analysis there is complexity of the confounders, such as seasonal and long-term trends. In estimating the effect of temperature on mortality using time series analysis, it is necessary to control for potential confounders, which vary on time scales similar to those for the response variables [29].
We used a special type of semiparametric Poisson regression, GAM [30], assuming that the observed suicide deaths are Poisson random variables, although the computed variance–mean ratios were slightly greater than one: 


                            
 (1)

where Y
                           t is the suicide mortality count for day t; μ
                           t is the expected suicide mortality for day t; x
                           t is the maximum temperature on day t; f is a smooth function of time (t); v
                           t represents observed time-varying variables such as relative humidity, atmospheric pressure, and sunshine duration; s is a smooth function of variables x
                           t and v
                           t; h
                           t is a linear term for a holiday indicator (0–1); and w
                           t is the day of the week indicator (0–6); ε
                           t ~ N(0, σ
                           2), where σ
                           2 > 0.
We used a penalized spline function as a basis to represent the smooth function and specified an appropriate amount of smoothness to account for the penalization [29].
Then the model takes the form: 

where suicidei ~ Poisson (link = log),fSmooth function of time;


tmaxt
                                 Maximum temperature on day i;


siSmooth functions of measured time-varying confounders, such as


psti
                                 Atmospheric pressure,


rhumi
                                 Relative humidity,


suni
                                 Sunshine duration,


dowi
                                 Factor variable of the day of the week (0–6), and


holi
                                 Factor variable of a holiday (0–1)




                        
The smoothness of the time function is controlled by a smoothing parameter, or degree of freedom (df), which, in this study, was estimated by minimizing the unbiased risk estimation (UBRE) criteria [31].
To fit the model we used the gam function from the {mgcv} package in R statistical software, version 2.6.2 [32], which is available through the Comprehensive R Archive Network (CRAN) mirror site (http://​cran.​r-project.​org/​).
Once the best-fitted model had been selected, we then tested for overdispersion using the overdispersion parameter, and for residual autocorrelation using the simple (ACF) and partial autocorrelation function (PACF) plots.

Overdispersion
When working with Poisson errors, overdispersion can be a problem. It can occur because one or more of the important factors have not been measured. It may also result from the underlying distribution being non-Poisson. In the worst case this means that all of the predictor variables that were measured might be unimportant [33]. One general technique available to deal with this problem is to use a quasi-likelihood method by specifying the variance function instead of giving a full probability model:   (general form for Poisson distribution), where φ is the dispersion parameter [34]. When φ > 1 there is an overdispersion.
R has a family quasipoisson in GAM to handle this situation.

Autocorrelation
Randomness is one of the key assumptions in determining whether a univariate statistical process is in control. This randomness is ascertained by computing autocorrelations for data values at varying time lags. Our data were assumed to be random when such autocorrelations were near-zero for any and all time-lag separations.


Results
The suicide deaths, rates, and the means by region (from north to south) for the study period from 1972 to 1995 are represented in Table 1.Table 1Descriptive statistics of analysis variables (period of study from 1972 to 1995, Japan)


	N
	Region
	Death count
	MRa
                                       
	Mean
	Tmaxb (°C)
	Rhumc (%)
	Pstd (hPa)
	Sune (h)

	1
	Hokkaido
	24489
	0.5
	2.79
	12.6
	70.2
	1010.3
	5.4

	2
	Tohoku
	47548
	0.57
	5.42
	15.7
	72.9
	1005.4
	5.0

	3
	Kanto
	134284
	0.43
	15.32
	19.1
	68.0
	1007.3
	5.6

	4
	Chubu
	87744
	0.49
	10.01
	18.9
	70.9
	1003.5
	5.4

	5
	Kinki
	89250
	0.47
	10.18
	19.9
	69.0
	1008.7
	5.6

	6
	Chugoku
	34803
	0.52
	3.97
	19.7
	73.5
	1012.9
	5.4

	7
	Shikoku
	19902
	0.55
	2.27
	20.5
	68.3
	1013.3
	5.9

	8
	Kyushu
	59383
	0.52
	6.77
	21.2
	72.0
	1013.2
	5.6

	9
	Okinawaf
                                       
	4547
	0.47
	0.54
	25.3
	75.7
	1009.3
	5.5


The highest suicide mortality was observed in the Tohoku region (0.57) and the lowest in Kanto (0.43)
aMortality rate
bMaximum temperature
cRelative humidity
dStation level atmospheric pressure; hectopascal (hPa)
eSunshine duration
fThe period of the study was from 1973 to 1995



                     
Figure 1 illustrates time-series of the suicide deaths in Japan by region. This crude data is difficult to analyze, although it is noticeable that the underlying deaths tend to vary with time.[image: A12199_2010_163_Fig1_HTML.gif]
Fig. 1Time-series and structural time-series of suicide mortality in Japan (1972–1995)




                     
To estimate the effect of a 1° increase in temperature on the suicide deaths on a single day we used simple linear regression analysis and the results are shown in Table 2. It is noticeable that temperature affected suicide in most of the regions of Japan; however, the signal was low, probably due to the confounding of time trend and other seasonal factors, which have a strong relation with suicide mortality.Table 2The estimated risk of suicide for each degree increase in temperature using simple linear regression analysis


	Region
	Risk estimate
	Standard error
	t value
	Pr(>|t|)

	Hokkaido
	0.0219
	0.0019
	11.79
	<2e−16***

	Tohoku
	0.0435
	0.0029
	14.96
	<2e−16**

	Kanto
	0.0068
	0.0063
	1.09
	0.2780

	Chubu
	0.0377
	0.0043
	8.70
	<2e−16***

	Kinki
	0.0007
	0.0044
	0.16
	0.8720

	Chugoku
	0.0113
	0.0027
	4.22
	0.0000***

	Shikoku
	−0.0010
	0.0021
	−0.45
	0.6530

	Kyushu
	0.0073
	0.0039
	1.86
	0.0629†
                                       

	Okinawa
	0.0033
	0.0016
	2.00
	0.0454*


The Pr(>|t|) is the p value for the slope: the probability of observing a t value this big or larger, if the null hypothesis (H0: slope = 0 is true). The t value is the value of Student's t for the slope = b/seb. b is the slope, seb is the standard error of the slope (b)
†p = 0.1
* p = 0.05
** p = 0.01
*** p = 0.001



                     
To obtain a better estimate of the relation between temperature and suicide, we tried to extract the temperature signal from the series by removing any seasonal and long-term trends in the data using a GAM model with smooth function of time.
The final model we obtained was as follows: 

where I is an indicator variable; bs is a smoothing basis built in to package mgcv; it is represented by cubic regression spline “cr”; k is the choice of dimension of the basis used to represent smooth terms.
Basic model checking plots for the temperature–mortality model showed nothing problematic in the fitting of the relation (Fig. 2).[image: A12199_2010_163_Fig2_HTML.gif]
Fig. 2Basic residual plots for checking the generalized additive model (GAM) model fitting process (Kanto region). The upper left normal  (Q-Q) plot is very close to a straight line, suggesting reasonable distributional assumption. The upper right plot suggests that variance is approximately constant as the mean increases. The histogram of residuals at the lower left appears consistent with normality. The lower right plot of response against fitted values shows a positive linear relation with a good deal of scatter: nothing problematic. Resids. residuals, pred. predictor, Q-Q Quantiles-Quantiles




                     
The quasipoisson family was used in the GAM to deal with overdispersion: 


	Hokkaido
	Tohoku
	Kanto
	Chubu
	Kinki
	Chugoku
	Shikoku
	Kyushu
	Okinawa

	1.15
	1.08
	1.08
	1.06
	1.06
	1.07
	1.17
	1.06
	1.03




                     
Here we see that the overdispersion is tolerable.
Autocorrelation plots of the residuals were checked to see whether the smooth terms sufficiently accounted for autocorrelation in the data, and the results suggested they almost did. After controlling for season and other confounding factors, the ACF and PACF of the suicide series showed no evidence of significant autocorrelation (Fig. 3). For all regions, the autocorrelation was mostly negative, implying that if a particular value is above average the next value (or for that matter the previous value) is more likely to be below average, and vice versa [35].[image: A12199_2010_163_Fig3_HTML.gif]
Fig. 3Autocorrelation and partial autocorrelation functions for the maximum temperature suicide model residuals obtained by GAM Poisson model. ACF autocorrelation function




                     
Figures 4, 5 and 6 illustrate estimates of the smooths from the model. Figure 4 shows the long-term trend in suicide deaths. A noticeable increase in the death rate occurred between the beginnings of the years 1983 and 1986 (on the figure this increase is approximately between 4000 and 5000 days from the 1st of January 1972).[image: A12199_2010_163_Fig4_HTML.gif]
Fig. 4The GAM-estimated effect of time component on suicide mortality for 8 regions in Japan (excluding Okinwa) (1972–1995). The continuous lines are the function estimates, and the shaded areas delimit the 95% confidence interval for the function. The numbers on each y-axis are the effective degrees of freedom of the term being plotted. The numbers on the x-axis indicate days starting from January 1st, 1972. Smoothing parameters are estimated by unbiased risk estimation (UBRE)/Akaike information criterion (AIC) [36]




                        [image: A12199_2010_163_Fig5_HTML.gif]
Fig. 5The GAM-estimated effect of maximum temperature (°C) on suicide mortality for 8 regions in Japan (excluding Okinawa). The continuous lines are the function estimates, and the shaded areas delimit the 95% confidence interval for the function. The numbers on each y-axis are the effective degrees of freedom of the term being plotted. Smoothing parameters are estimated by UBRE/AIC




                        [image: A12199_2010_163_Fig6_HTML.gif]
Fig. 6The GAM-estimated effect of sunshine duration (h) on suicide mortality for 8 regions in Japan (excluding Okinawa). The continuous lines are the function estimates, and the shaded areas delimit the 95% confidence interval for the function. The numbers on each y-axis are the effective degrees of freedom of the term being plotted. Smoothing parameters are estimated by UBRE/AIC




                     
Figure 5 illustrates the short-term effect of temperature on suicide mortality. When the temperature increased the mortality increased for all regions, although the slopes of the curves tended to be lower for the southern regions. The confidence intervals are sufficiently narrow, suggesting that the curvature in the relation between suicide and temperature is real. Okinawa was the only region with no clear pattern of the relation, probably due to the small number of suicide deaths on the individual days (results are not shown).
In our study we could not obtain any significant effect of sunshine duration on suicide mortality (Fig. 6).
Figure 7 shows three different timescales, at which correlations between temperature and suicide deaths might be confounded by the hours of daylight. The left part of the figure shows the estimated correlation coefficients of suicide deaths on different timescales, and the right part represents the estimated correlations of the residuals taken after regressing the suicide deaths and temperature on the hours of daylight. For all regions, except Okinawa (R9), the long-term timescale was negatively correlated for both the suicide deaths and the residuals. At first a positive association was obtained for the seasonal component for most of the regions. However, after we removed the effect of hours of daylight by regressing both suicide and temperature on the hours of daylight and took the residuals, the regression coefficients for seasonal timescale changed to negative. The short-term fluctuations remained positively correlated with temperature and mortality for all nine regions even after we removed the effect of hours of daylight.[image: A12199_2010_163_Fig7_HTML.gif]
Fig. 7Correlation estimates of suicide deaths and the residuals on different timescales. Residuals were taken after regressing the suicide deaths and temperature on the hours of daylight. R1–R9 represent regions of Japan from Hokkaido (R1) to Okinawa (R9)




                     
In addition, we could not obtain any significant effect of relative humidity on suicide mortality, and a slight increase in suicide mortality was observed for most of the regions when the atmospheric pressure rose (results are not shown).
Although there was not a good theoretical reason to put in lagged time, we tried to look at various lags of the temperature exposure anyway, using the method proposed by Armstrong [37]. We used his modelling framework to compute new “cross-basis” variables of temperature for each day, which comprised the sum of the products of the values of temperature basis variable for lags 0–24 and the values of the lag basis vector for the same lag. The cross-basis functions were then included in the final model. For all regions, the results showed an effect of temperature on suicide mortality only at lag 0, implying no lag effect (results are not shown).
Finally, analysis by method of suicide showed that when the temperature increased the suicide rate increased only for violent methods. For the other methods, the pattern of the relation remained unclear, probably due to the few suicide deaths on the individual days (Fig. 8).[image: A12199_2010_163_Fig8_HTML.gif]
Fig. 8The GAM-estimated effect of maximum temperature on suicide mortality for different methods. This is an example of the Tohoku region, where the suicide mortality was highest. The continuous lines are the function estimates, and the shaded areas delimit the 95% confidence interval for the function. The numbers on each y-axis are the effective degrees of freedom of the term being plotted. Smoothing parameters are estimated by UBRE/AIC




                     

Discussion
Alternative designs
To identify the relation between suicide mortality and maximum temperature and to show whether the choice of the design affected the results, the time-series with the Poisson generalized linear regression model (GLM) [34], and the conditional fixed-effect Poisson [38] regression model were used.
In the GLM to control for unobserved time-varying covariates, we introduced linear and cubic trends to control for any overall trend, sinusoidal terms to control for seasonality, and indicator variables for weekdays and public holidays to control for weekly variations. The covariates considered were maximum temperatures, relative humidity, atmospheric pressure, and sunshine duration.
The variables included in the model were chosen individually on the basis of their respective levels of significance, and jointly on the basis of those that minimized the AIC criterion [36]. Once the best-fit model was selected with the support of Pearson residuals, we then tested for overdispersion using the dispersion parameter (φ), and for residual autocorrelation using the simple (ACF) and partial autocorrelation function (PACF) plots.
A conditional fixed-effect model is formed by conditioning out the fixed effects from the estimation. This allows a much more efficient estimator at the cost of placing constraints on inference in the form of the conditioning imposed on the likelihood. The strength of the analysis is that it was possible to control for season and year confounders by means of design. This is similar to case-crossover design [39]. Other confounding factors were included in the model in the same manner as for the GLM model.
All models yielded very similar results. The pattern of the relation for all regions was similar to the one derived from using the GAM analysis (results are not shown), although the confidence intervals were wider.

Comparing results with other studies
After controlling for the seasonal pattern in suicide mortality we found a short-term effect of daily maximum temperature on suicide, which was consistent with the study conducted by Page and colleagues [15]. Page et al. found the highest monthly number of deaths from suicide taking place in January. In contrast, we obtained the first (and highest) year peak in suicide in April and the second in October. The winter shift is probably due to the fact that in England the fiscal year starts in January, while in Japan the year begins in April. However, the elevated suicide mortality in spring in Japan can probably be explained almost entirely by economic, social, and demographic trends or by the historical background of Japanese suicide rather than by the physical environmental factors.
There is a belief that melatonin (opposite to vitamin D) may play a significant role in suicide deaths [40], as this hormone’s production is stimulated by the absence of light. With regard to this matter, the hours of daylight may be a better predictive factor than the sunshine duration, although the hours of daylight might confound the relation between temperature and suicide on a seasonal timescale (Fig. 7).
As for the day of week, we also found that the largest number of suicide deaths occurred on Mondays, although this might have been confounded by the actual time of reporting a suicide death.
Finally, our results confirmed the association of violent suicide methods with high temperatures; that is, when temperature increased the suicide mortality increased mostly for violent methods. The pattern of the relation for other methods remained unclear.
Various mechanisms might underlie the effect of high temperatures on suicide, which can be based on the sociological, biological, or psychological assumptions of suicidal behavior [15]. Sociological and biological mechanisms can probably be used to explain long-term rhythms in suicide, such as annual or seasonal rhythms [41], while a psychological mechanism is the most promising one to link suicide with high temperatures on a short-term scale [15].


Conclusion
Suicide is a serious public health problem and suicide prevention is a major public health challenge and one of the key elements of current mental health policy. Recognizing that high temperatures confer a great risk for suicidal behavior is an important step toward continued efforts to improve the scientific basis of suicide prevention.
The present study has shown that an increase in temperature has a short-term effect on suicide mortality in Japan. However, further investigations, possibly including spatial analysis, should be considered.
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